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INTRODUCTION

Data independence is the capability of a Data Base System to insulate the applica-
tion programs from such physical characteristics of the data base as the access
paths or record structures.

A multilevel architecture is generally recognized to be suitable for archieving
this goal. The proposals of the ANSI/SPARC report [ 141, especially, define

three levels : the semantic level (the conceptual schema), as stable as the "per-
ceived real world", the access paths implementation level (the internal schema)
and the level of the (semantic) views peculiar to the various users (the exter-
nal schemata).

such an architecture, however, gives rise to a difficult problem : since an appli-
cation program is "working on" the conceptual schema (or an external schema, in
which case the problem is the same) that does not describe the access paths, how
to generate, not only an equivalent program working on the internal schema, but,
1t possible, a program with the minimum running time (see COLLMEYER [21]).

The objective of data independence can be achieved by methods which transform a
program working on a schema into a program working on another schema (given the
mapping between them) and which optimize the latter program by choosing the opti-
mal access paths.

A second problem is tightly linked to the former : given a conceptual schema, and
the description of a set of application programs, how to choose an optimal inter-
nal schema ?

Whereas the first problem has not been devoted many studies, the second one has
been paid more attention.

Models making it possible to select the best file organization of a data base for
a given set of queries are currently to be found in the work of numerous authors.
Among the simulation models mention should be made of the work by SENKO et al.
about FOREM [ 1], by CARDENAS [2] and by NAKAMURA et al. [3].

On the other hand, LEFKOVITZ [4], KING[5] and SHI BIN YAO [6] are to be cited in
the field of analytical models providing cost equations.

Those models usually describe data bases with a very simple organization : inde-
pendent files with one or several access keys [2, 5, 6] , hierarchical structure
Wwithin the records [1] or between the various types of records [3].

Yet, more sophisticated structures, such as those of IDS, IMS, CODASYL
éa?d all the systems derived from it) are difficult to describe through such mo-
els.
Moreover, performance is assessed for very simple queries (except for [3]) such
as : retrieve all the records of a file the data field values of which verify a
Boolean expression of criteria - which also seems rather difficult to use for
calculating the cost of a real application progran.
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188 J-L HAINAUT

This paper outlines some results of a research on Data Independence in Data Base

Systems, especially the optimization of complex application programs working on

complex data bases.

The first part of this paper puts forward the main elements of the data base logi-

cal structure description model and of the queries and application programs des- -

cription model.

The second part outlines a statistical model of the data base and methods for cal-

culating the execution cost of a program.

The third part examines how to use the results achieved in two important fields :

- the determination of the optimal access path pertaining to a given program for
an existing data base,

- the development of a tool for designing a data base optimal access structure for
a set of application programs.

The problem of the transformation of algorithms has not been dealt with in the fol-

lowing pages ; some characteristics of this process can be found in appendix B.

PART 1

LOGICAL DESCRIPTION OF DATA BASE STRUCTURES AND PROGRAMS

1. THE INFORMATION STRUCTURE MODEL (ISM)

One of the purposes of any data base is to give the data describing a real system

(e.g. an organization) a suitable structure. The data are usually required to des-

cribe the structure of the real system. The most straightforward approach consists

in giving the data a structure analogous to that of the system to be described.

Let us assume :

- that the real system is viewed as being made up of elements related with each
other by means of binary relations,

- that one information unit may be associated with any element of the system and
that associations between the elements may be represented by associations be-
tween the corresponding information units,

- that some elements of the system are so simple that they may be described by an
elementary information (such as a price, a name or a quantity) whereas others
may be described by a more complex information unit only (such as a customer, a
sale, a contract),

- that elements of the same nature form classes (customers class, product numbers
class), which allows us to consider various types of information unit as well as
various types of associatiom between them.

If the real system and the data describing it may be structured that way, then the

following model may be used to describe those data.

Let us denote by OBJECT any type of information unit and by RELATION any type of
association. Any data base is then viewed as a set of objects and a set of rela-

tions.

Let us give every object and every relation a name. It is convenient to accept the
empty string as a possible name for certain relations - these will then be referred
to as "nameless".

Let us finally call real(zation of cbfect A, any A-type information unit.

1.1. Relations

. am L E——

Let R(A,B) be the relation whose name is R and which has been defined on objects
A and B 3 A is called oiigin object and B target object. At any moment a set of
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couples (a,b) such that a€A and bEB corresponds to R. Let us call those couples
cccurtiences of K.

If (a,b) is an occurrence of R, then b may be accessed from a through R. That ac-
cess path is logical in that an implemented access path (hashing, index, inverted
file, list, ...) does not necessarily correspond to R.

Examples :

employee (DEPART ,PERSON)

spouse(PERSON,PERSON)
(DEPART ,DEP#)
(NAME ,PERSON )

(nameless)
(nameless)

If R(A,B) and S(A,B) are stated to be {nverse of each other then to each
couple (a,b) of R corresponds the couple (b,a) of S and conversely.

Examples :

employee(DEPART ,PERSON) and employer(PERSON,DEPART)
(PERSON,NAME)  and (NAME ,PERSON)

In order to specify the properties of a relation R(A,B) the characternistics
IR'Jﬁ’KR'LR are associated with it : these are four integers stating that at any
moment

- n realizations of B may be accessed from any realization of A through R with
I, <n< Jp-
- any realization of B may be accessed from m realizations of A through R with

Ko = m < L

K R
Examples :
spouse(PERSON,PERSON) = 0-1,0-1
employee (DEPART ,PERSON) = 0-1000,1-1
child (PERSON,PERSON) = 0-20,0-2
(PERSON,NAME) = 1-1,0-
(DEPART,DEP#) = 1-1,0-

A relation may be declared with an cadered farget if the target realizations are
ordered during an access from one origin realization. The "sort keys" are speci-
fied by means of the relations relating them to the target.

1.2. 0Objects

The set of the objects of a data base is partitioned into three subsets :

- elementary objects correspond to elementary information units represented by
values (NAME, DEP#, ...)

- complex obgects correspond to more complex information units that have to be re-
presented by the associations relating them tc other information units (DEPART,
PERSON, ...) rather than by a simple value.

- the root obfect corresponds to a particular information unit, namely the data
base itself. Each data base contains a root object that may be the origin of re-
lations of "0-J,1-1" type leading to complex objects and corresponding to "se-
quential" access paths to the realizations of those objects.
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In this elementary description we did not mention the "creation" and “supfressimn”
operations. A more detailed description of ISM is to be found in[7] and [ 8].

1.3. Graphic representation

It is often useful to concretize the data structure by means of a diagram. Let us
represent : -

- an object by a box in which the name of the object is written,

- a relation by an oriented and labeled arc between two boxes.

In order to make that diagram easier to read, however, let us agree to represent
the root by a double box, a complex object by a name in a box and an elementary
object merely by its name. Finally, if two relations are inverse of each other and
are given the same name they will be represented by a single, two-ways, arc.

(see next pages).

1.4, Similar models

This model belongs to the binary relational model family ; similar formalisms have
been studied by ABRIAL [ 9], BRACCHI and al. ([ 221 and previous papers), SENKO [ 271
and CABANES [571].

ISM, Tike those models, provides a description of the semantic structure of the
data ; however, it is also fit, at a lower level, for actual access paths mode] -
ling. |

1.5. Levels of description of a data base

The model as it has just been put forward may constitute a semantic description of

the data pertaining to an organization. Given the suitable technology, that des-

cription should be stable with respect to implementation modifications of the data

base (in the ANSI SPARC report [14] that level of description is referred to as

the conceptual schema).

However, the model may as well describe the information units and access paths ac-

tually implemented in the data base. It may be decided, for instance, to represent

- a record type by a complex object,

- a data field by an elementary object,

- an access path between record types by a relation between complex objects,

- the fact that a data field belongs to a given record type by a relation from the
complex object to the elementary object,

- an access by key by a relation from an elementary object to a complex object.

- a sequential access by a relation from the root to a complex object

(that Tevel corresponds to the .nteanal schema in [141]).

This may be seen to allow a uniform and concise representation of the data struc-
ture of the main existing systems : IMS, CODASYL (with the restrictions suggested
in[15]), IDS (chain with only one detail record type) and other hierarchical or
network systems, conventional files.

Thus the model we have put forward affords a unique mode for representing semantic
and access structures.

As an example, Tet us examine a real sub-system comprising departments and their
employees, the head of each department being an employee.

A possible relational structure (as described in [16]) of the data describing this
sub-system is as follows :

DEPART (DEP#,HEAD, . .. )
EMPL (EMP#,DEP, . . . )

with : Proj(DEPART/HEAD) C Proj(EMPL/EMP#)

SOME TOOLS FOR DATA INDEPENDENCE 191

The ISM describing that structure may be :

DEPART EMPL (DEPART,DEP%) = 1-1,0-1
7N\ 7 N (DEPART ,HEAD) = 1-1,0-v
DEP3 HEAD EMP# DEP# (EMPL ,EMP%) = 1-1,0-1
(EMPL ,DEP%) = 1-1,0-n

In the CODASYL system [17], these data could be implemented according to the fol-
lowing diagram :

DEPART

EMPLL THEQD

EMPL

for which the ISM is :

DEPART (DEPART ,EMPL) = 0-n,1-1
head (DEPART ,EMPL) = 1-1,0-v
DE,;;I (DEPART ,DEP#) = 1-1,0-1
(EMPL,EMP#) = 1-1,0-1

EMPL

b

In the statistical description of the data base and the algorithms, ISM is assumed
to describe the data base implementation as in the CODASYL instance above.

The ISM as a semantic model is more completely described in [7] and [ 13] whereas
(8], [12] (reporting on an implementation by the data base staff of the Institut
d'Informatique de Namur) [25] and [ 58] provide a description of the ISM as an

access model.

2. ACCESS ALGORITHMS DESCRIPTION LANGUAGE (ADL)

ADL makes it possible to describe the architecture of an application program or a
query in a simple and structured way as far as the access to, and manipulation of,
the data are concerned. ADL will be described as a programming language by means
of which collections of realizations of objects will be described and operations

on them will be commanded.

The collections are described by specifying selection conditions and access paths.
ADL will not be defined in much detail here as we think the following examples

outline its main features.

2.1. Conditions

The Tanguage makes it possible to select those realizations of an quect that sa-
tisfy a condition which is a simple criterion or a Boolean expression of simple
criteria.

We consider two types of criteria :

(i) "Belonging cndtenia™ : the realizations selected belong (do not belong) to a

described set.
- PRICE ( = 50 - 150) b
describes those realizations of PRICE whose value is between 50 and 150.



192 J-L HAINAUT

- NAME ( = "SMITH", "CARTER")
describes the realizations "SMITH" and "CARTER" of NAME
- PRICE ( < 100) stands for PRICE ( = 0 - 99)
- PRICE ( #0 - 80) stands for PRICE ( > 80)
Such criteria exist for complex objects as well

- EMPL ( = TC1) where TCl is the name of a temporary collection of realiza-
tions of EMPL

but for simplicity they will not be described in more detail.

(11) "Relation ciiiﬂnia”_: the realizations selected are linked to a certain num-
Eer of (or to certain) realizations of an object possibly satisfying a con-
ition.

- DEPART (head : EMPL ( = TC2))
describes the departments whose head belongs to TC2
- DEPART ( : 10 - 20 EMPL)
descrites the departments with 10 to 20 employees (a nameless relation is
used here).
- DEPART (( : DEP#(<42)) & ( : 1 - EMPL( : NAME = "SMITH")))
describes the departments whose number is under 42 and with at least one
employee called "SMITH" (1 - stands for 1 - ).
- DEPART ( : ALL EMPL(head : 1 + DEPART))
describes the departments where no employee is head of more than one de-
partment (1 + stands for 0 - 1).
Those criteria are called candinal relation ciiteria since the number of tar-
get 1s concerned. In the ordinal nefation crhiteria the test concerns the
rnanf of the target (see [58]).

2.2. The actions

After such a description of a collection a 1ist of commands to be executed for

each element of the collection ( ¢ A - LIST) ) may be specified. Among these :
PRINT, S (suppress a complex object realization), A (add a complex object reali-
zation), and other actions pertaining to relations. But the most important command,

aimed atldescribing an access algorithm, is the access command, the form of which
1s used in the following expression :

DEPART ( : DEPT#(= 25)) [head : ALL EMPL ¢ A - LIST ) | ;
which means : from department n® 25, access through head the employee who
is head of it;execute for him the commands of ( A - LIST ). (ALL may be
omitted as each department has only one head).

The following example 1is more general

DEPART (C1) [ : ALL EMPL ¢ A - LIST ) ] ;
which means : from each department satisfying Cl access all its employees
and execute the commands of { A - LIST? on each of them.

The square brackets structure thus defines a loop structure ; as the commands in
( A - LISTmay be access commands, complex access algorithms may be described.

The following example describes the printing of the Tisting :

"for each machine of type 10 :

- its number

- for each of its sales (if the amount is greater than 100) :
- its amount
- the name of the customer.”

(see appendix A)

- e '_-.I"- _

i
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ROOT [ : ALL MACH( : TYP(= 10)) [ : M# PRINT | ;
[ : ALL SALES( : AM(> 100)) [ : AM PRINT | ;
[ : CUST [ : NAME PRINT ]]
]

]

In that program, the relation (ROOT,MACH) allows sequential access to all realiza-
tions of MACH ; the different commands of a same ( A - LIST? are separded by " ; "
Other classical programming structures are allowed thanks to the IF THEN ELSE,

NEXT and EXIT statements [ 58 ].

N.B. : A complete description of the language is to be found in[7] and [8]. A
dialect of the language (to which certain algorithmic mechanism have been
added) has been defined as a Data Manipulation Language for COBOL [12]. A
second version of the compiler is NOW completed. It is interesting to
note that Data Base languages affording the loop structure exist on the
market, especially SOCRATE [11] on CII, IBM, SIEMENS and DATABASIC with
IDS Data Bases on Honeywell Bull [10].

¢.3. Level of description of an algorithm

Like ISM, an ADL program may be interpreted at two levels :

(1) As a logical description of data collections and of actions to be executed ;
that description has been written without taking efficiency criteria into
account and is thus a description at the semantic level.

(11) As an access algorithm ; the description is at the level of the implemented
access paths.

The distinction is exemplified as follows :
"print the date of the sales of the machines n°® 10"
At the semantic level, one may write for instance :
ROOT [: ALL SALES( : MACH( : M#(= 10))) [ : DATE PRINT 1]

but 1t interpreted as an access algorithm, the program is inefficient ; an equiva-
lent but Tess expensive program may then be written :

ROOT [ : ALL MACH( : M#(= 10)) [: ALL SALES [: DATE PRINTI]]

When studying how to measure the cost of an algorithm, ADL programs will be inter-
preted as simple access algorithms.

why
Application 2 in part III will show/a distinction should be made between the two
levels of description.

2.4, Conclusions

The language makes it possible to describe simple queries as well as complex appli-
cation programs in a simple and natural way. By the way, it could be interesting

to note that the dialect mentioned above has afforded a clear redaction of pro-
grams such as its own compiler (see [261]) and a program for interactive retrieval
and updating of data.

It is obvious, however, that such a high level language can hardly describe, with-
out programming tricks, some particular complex programs, and that some programs
could have been written in a very different (and more efficient) manner in an ac-
tual data base programming language ; it is also obvious that an ALGOL program

may be trickier and less efficient than the equivalent ASSEMBLER program.
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The Tanguage provides access algorithms whose logical ("semantic") structure is
explicit ; that property is lacking in most Data Base languages, the commands of
which may be scattered "at random" in the host program. The knowledge of this
Structure makes 1t possible to calculate the expected cost of the algorithm.

PART I1I

STATISTICAL DESCRIPTION OF A DATA BASE AND MEASUREMENT OF THE ACCESS ALGORITHMS

A data base can be described by very simple statistics such as : for each rela-
tion R, average number of target realizations linked by R to an origin realiza-
tion (e.g. : KINGL[5] and YADO [ 6]). The description can also be very comprehensive
by describing, among others, correlations.

It can be shown that a precise evaluation of the expected cost of ADL algorithms
is 1mpossible with the first description, whereas the second one Teads to intri-
cate calculations.

That is the reason why an intermediate description made up of frequency functions
has been chosen, in which, however, random variables are independent.

1. STATISTICAL MODEL OF AN ISM DATA BASE

e

As the various elements of the model are linked to those of ISM, we will examine
the statistical description of a complex object, an access relation and an ele-
mentary object seriatim.

(i) A complex object (A) is described by :
- NA : the number of 1ts realizations,
- C

= CAS: the average cost of suppressing one realization.

ac the average cost of creating one realization,

(i1) A relation R(A,B) is described by :

n) : the frequency function of the realizations of A taking part in n
occurrences of R exactly (if A is an elementary object, FRU 1S
constructed from Pﬂ(a)),

= FRT(HJ . idem for B,

= CRA(H) : the average cost function of accessing n target realizations of
B from a realization of A through R. A Tinear expression
CRI + Eﬁz.n seems to constitute a satisfactory approximation,

- ERC : the average cost of creating one occurrence of R,
- CRS : the average cost of suppressing one occurrence of R.
(111) For each relation R in which an elementary object B takes part, one will
specify :
- Ngp the number of realizations of B that are actually present in one

occurrence of R at least,

- PBH{D} : the frequency function of the occurrences of R where b € B is
present. If B takes part in one relation only, then one may write
Po(b) 5 this hypothesis will be adopted from now on.

That model, though limited, appears to be more complete than those commonly used

(11,121, [51,[61).

The way 1t has Jjust been put forward makes it appear as a description of an exis-

ting data base (see Application 1). It may be considered another way, however :

- as the frequency, functions represent properties of the data reflecting the in-
trinsic properties of the organization to be described,
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- and as the cost functions depend on the features of the implementation technique
(DBMS, access methods, hardware, ...) and on the volume of the data,

the statistical model of a future data base whose ISM has already been defined may

be constructed with a relatively satisfactory approximation (see Application 2).

N.B. : For making the calculation more efficient, redundant data will be added to

the model, such as

IROETI = min (n{FRD(n) £ 0)
JRDM = mix (ﬂfFRﬂ(ﬂ) £0
R
My = ij k FRO(k}
R

2. CALCULATING THE COST OF AN ALGORITHM

T -

The reader is reminded of the fact that this section considers an ISM structure as
a description of the implemented access paths ; moreover, an ADL program is consi-
dered as an access algorithm (that may be an optimized form of an original ADL
program - see § B.3).

The cost expressions we are going to construct refer to the total running time
(CPU time + I0 time) of a program only, without taking into account the space oc-
cupied in the core memory, for instance, or the interferences with other programs
that would happen to run at the same time with the same data base.

Besides, in order to make this paper more concise, we will not examine the upda-
ting operations, nor certain calculations that are note involved in our example.
An important restriction should now be imposed on the algorithms. A real program
comprises both commands for accessing a data base and instructions written in a
conventional programming language (COBOL or PL/1) referred to as host-language.
Now an ADL program does not describe the statements in the host-language ; at the
very most is 1t possible to take this into account by means of the ADL special
OPER(k) command where k is the execution cost of that sequence.

Hence the restriction : "the actual execution of a program is controlled by the
ADL access commands structure and not by the control instructions of the host-
language (IF...ELSE, PERFORM...VARYING, DO...WHILE, ...)". Though the restriction

may often be overcome by generalizing the ADL description to other parts of a
program or by the use of the dummy condition COND(p,k) [58 1], we will not deal with
that case in this paper.

[T ADL is assumed to be a satisfactory description of the commonly used access
algorithms then it is enough that for each elementary form of the language we
should define 1ts cost expression.

[t should be kept in mind, however, that an ADL program i1s a description which has

to be translated into a conventional data programming language, and to each of the

elementary forms of ADL will correspond a particular execution procedure that de-

pends on the DBMS and/or on the programmer.

E.g. : The procedure for the conditional form (k : i - B(CB)} will be different
depending on whether or not a targets counter exists for R in the repre-
sentation of the origin.

We will choose for each form the procedure that appears to be the most efficient
one in most cases.
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2.1. Execution cost of the access action

We will consider the commonest form only, namely :

[R : ALL B{(C,) ¢A-LIST)]

5
If K(1-LIST) (i.e. the execution cost of the action of (A-LIST) (1) for a realiza-
of B)and Ppg(i.e. the probability that a realization of B will satisfy Cp)are

known, then the cost of this access action for a realization of A, (the origin of
R) is :

K = Co(C K(A-LIST)

B) + mR'pEB'
where CE{CB} is the total cost of access through R and of selection by CB'
[t is interesting, here, to consider access and selection as a single action, which

makes it possible to calculate the cost of complex access paths such as that by
several access keys or that via indexed SETS (or CHAINS) in CODASYL (or IDS).

In the cases where the condition Cg is evaluated after and (ndependent of the
access, and 1f CRA is linear, the cost function 1s :

T

Cr(Cg) = Cpplmp) + mp-K(Cp)
where K(CB} is the cost of evaluating Cq for a realization of B.

(C,) = C K(C

Hence :
K = CRA(mR) + mR.(K{CB} + pCB.K{A-LIST))

We must then work out the expression of Pe and K(C).

2.2. Probability and cost of a condition

(1)  Probability and cost of a Boolean expression of criteria B

The following restriction will be agreed upon : all ciuiferia are independent
(this restriction is still stronger than the independence hypothesis of the
statistical model).

Calculating pp is then easy.

On the contrary, calculating K(®) is more intricate as this cost depends on
the order to be followed for the criteria evaluation. Actually we will
choose the order that minimizes K() according to an optimizing algorithm
that will be discussed later on (Application 1).

When that order has been chosen, let C; be the first criterion to be evalua-
ted. The following recursive expression is obtained :

KER) = K{Ci} T pCﬁ'KC%C1=T) T (I_DCi}'KC§C1=F)
K(x) = 0
where x = TRUE(T) or FALSE(F)

.E%1=K denotes the reduced Boolean expression for C. = X.

(1) If Ay i=1,...n are the actions specified in (A-LIST) then the execution cost

of (A-LIST) 1is assumed to be

N
K({A-LIST) T K(A;) where K(A,) is the cost of A, 3
k=1

however, this assumption is not always true during the optimizing process.
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(i) Probability and cost of a "belonging criterion”

If we confine ourselves to the case B(=i-j) pertaining to the elementary
object B (as the other cases are more complex) we obtain :

J
= 2 P,(b)

p=i

) = 0 (comparison in core memory)

Pep

(iii) Probability and cost of a "relation criterion”

The results we are going to discuss involve the expression ep(k,t) repre-
senting the probability that exactly ¢ among k realizations of B will satis-
fy the condition CB'

Let us define

n = PEB'NB
N = NB
p = DCB

The exact expression is yielded by the hypergeometric probability function :

¢ k¢

C N=-n

K,2) = —

HDB{

= =~

C

Yet the binomial approximation, which is easier to evaluate, provides excellent
results in most cases :

L

¢ k-¢
k,e) = C,.p (1-p)

”CB(

We will omit the demonstration of the formulae we mention for the main criterion
and for the most interesting particular instances.

These criteria are assumed to be evaluated "efficiently and without any tri;k? *
(no counter or pointer manipulation), which is 1in agreement with the possibilities
of most DBMS's from the programmer point of view.

Let us call m the average number of realizations of B that have to be accessed 1in
order to evaluate the condition. If the access path is independent of CB’ the cost
is easily calculated :

K=C + m.K(C

pa (M) R)
In the following we will use the notation :

3, (k)

It
n 4

The results for the general expression are :

(R ; 1'j B(CB))
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and for the most interesting cases :

(R : TS B(C,))

Jp Ir
p= T Fo(K)Ma(k,k) m= % 3 (k).lM.,(k-1,k-1)
o R =y SRU e ,
(R : 1-B(Cy))
:
Jr I
p=1- % Fo(k)l.s(k,0) m= X 3F5(k).l.5(k-1,0
2o RUMcs (o1 2R Mg )
PART III
APPLICATIONS I

1. OPTIMIZATION OF THE ACCESS ALGORITHMS

The problem of the optimized access algorithm (i.e. in this paper, the access

algorithm with the shortest expected running time) has already been dealt with by

several authors, particularly SENKO et al. who have defined a very sophisticated

ISM (the String Model) (see 181, [19], [201). COLLMEYER describes another ap- |
proach using a network ISM but devoid of any statistical model (see [21]). Neither |

author considers the general problem of application programs such as they may be
described in ADL. o P s

f? sh?uld be ﬂ0t§d that although a better algorithm than that we refer to as "op-
timal” may sometimes be found, this would require a more complete statistical
model or would lead to generating sophisticated algorithms.

A gnmp]ete degcriptinn of the optimizing algorithm would fall beyond the scope of
th15 paper ; 1t 1s more interesting to describe its various steps without formali-
zing them by applying them to a simple example.

This example is the following : (see ISM in Appendix A.)

"Select all the customers whose class is greater than 12, and for each of them : ‘

- suppress the sales corresponding to a type B-machine, and relative to
- elther one engineer of the "s" category at Teast
- or the department n® 3."

CUST( : CLASS(>12))
[ : ALL SALES(( : MACH( : TYPE(=B)))
& (( : 1 - ENG( : CAT(=S)))
V( : DEPT( : DEP#(=3))) ) ) i
> ]

First step : reducing the program to the conditional form

So as to make mpgratiﬂns uniform the algorithm operates on conditional forms (in
the general version the algorithm examines more complex forms). The goal of this

step is to transform any access command into a conditional form so that the new
algorithm will provide the same results as the original one.

{n § 2.3:, Part I, the transformation of the second expression into the first one
1s a valid reduction.

In our example the access path through (MACH,SALES) is transformed :
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SALES( ( : CUST( : CLASS(>12)))
& ( : MACH( :TYPE(=B)))
& ( ( : 1 - ENG( : CAT(=S)))
V( : DEPT( : DEPT#(=3))) ) ) S
This reduction is verified as being valid since L=l (see Appendix A).

Second step : constructing the access paths tree

This operation consists in constructing the tree of those access relations he?ween
complex objects that are used in the conditional form. I[f similar branches arise,
they will be merged.

For our example the access paths tree 1s :

MACH ENG DEPT CUST

SALES

Third step : seeking the starting nodes

The point is to seek in the access paths tree the nodes that may serve as “entry-
points" (1), which means that the initial access to the realizations of one of those
nodes affords to get the results of the original algorithm.

In the simplified optimizing algorithm, the root of the access paths tree will be
assumed to be a starting point.

In our example, ENG and DEPT may not be entry-points because the relations (EﬂG,
SALES) and (DEPT,SALES) are characterized by K, = K. = 0 and because the condi-

tions corresponding to DEPT and ENG are linked by an OR operator. An access path
from these two nodes could result in valid realizations of SALES being lost.

The starting nodes are as follows

| MACH CUST

SALES |

Fourth step : seeking the optimal access path

Let us examine a starting node N, n sons of which (S, 52, ., S ) are starting
nodes, and let us seek the best access path to N. Le{ us suppose Phat to each re-
lation (N,S:) corresponds only one relation criterion (the other cases are more
difficult to deal with).
There are n+l possible paths to N :
- access the realizations of Sy via the best path,

access by the relation (S1,N) the realizations of N, then

verify the conditions possibly imposed on N that relate to 5p,...5,
- idem for 5,,...5p

(1) See in[ 21] the concept of "port".
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- access all the realizations of N in order to verify the criteria on 51’52"“Sn'

When the cost of each of these paths has been calculated, the path with the mini-
mum cost is chosen.

That procedure should be noted to be recursive as it has to be applied to 51,52,
L.
n

Let us call that procedure P(N).

The main output is.ﬁHN), the optimal access algorithm to the realizations of the
node N. Yet it has to provide the following outputs as well

- KA(N) : the total cost of the optimal access,

- p(N) : the probability of the condition Tinked to the node N,

- KC(N) : the cost of evaluating that condition

thanks to whicths possible to calculate the probability and costs pertaining to
N's father.

If R is the root of the access paths tree, seeking the optimal access path corres-
ponding to the reduced conditional form is performed by :

P(R)

Before dealing with the processing of the example we have to solve the following

problem : in what order have the criteria of a condition to be evaluated if the
average evaluating time 1is to be minimum ?

[t is possible to demonstrate ([241) that if the condition is a conjunction of
disjunctions, or a disjunction of conjunctions,of criteria,if the criteria are in-

dependent and if their costs are constant,then the optimal order is the one in which:

- the factors Ci of a conjunction are arranged in ascending order of the values of

- the terms Cj of a disjunction are arranged in ascending order of the values of

K(C)

pCj

Actually that algorithm has to be modified when the evaluation of a criterion may
modify the cost of another criterion (non constant costs).

Now let us analyse the operations of P(SALES)(1)

SALES has two sons which are starting points : MACH and CUST.

To SALES correspond three possible paths : from MACH, from CUST and from
SALES itself.

P(MACH) will yield #8(MACH), KA(MACH), p(MACH) and KC(MACH).
P(CUST) will yield f(CUST), KA(CUST), p(CUST) and KC(CUST).

These data will enable us to determine the cost of each of the three access paths
and thus to choose the best one.

(1) As each node corresponds to a different object, we will give the node the
name of the object.

E—
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P1. P(MACH)

As there is no access key for MACH, the only possible access is the one through
(ROOT, MACH)

D(MACH) =
k
KC(MACH) = 0
KA (MACH) = Co (M) + Ny KC(MACH) = 21
A(MACH) = sequential access to the realizations of MACH.

I 4 =

F13(k)-M gy (ks1) = p(=B) = Pr(B) = 0.05

I

P2. P(CUST)

CLASS is an access key to CUST ; a choice will have to be ma@e between the access
through (CLASS,CUST) and the one through (ROOT,CUST)(sequential access).

1 20
CUST) = = F..(k).N (k,1) = p(>12) = = P. (k) = 0.4
p(CUST) o 10(k)-M>19) g CL
KC(CUST) = O

Regardless of the access to the values of CLASS (the index), the cost of the ac-
cess by key is at least :
20
(1 x 25) = 200
k=13

The sequential access through (ROOT,CUST) costs : CGU{NC) = 51

KA(CUST) = 51 o
H(CUST) = sequential access to the realizations of CUST.

P3. Calculating the probability and cost of the criteria corresponding to SALES

P31. C, = ( : MACH( : TYP(=B)))

1 1
P, = ¥ F,(k k,1) = 0.05 m= = F(k)n (k-1,0) =1
M k= () ?:%vp(la)) k=1 ¢ (:TYP(=B))

C,(1) + KC(MACH) = 1

=

P32. Co = (2 CUST(_: CLASS(>12)))

Pe = 0.4

Kc - ] (as P31)
P33. Cp = (i DEPT( : DEPZ(=3)))

Pp = p( : DEP#(=3)) = p(=3) = 0.04

KD =1
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— = = = e B o o — - - —

4
g =1- 2 F,(k) 1 (k,0) =0.22
k=0 (:CAT(=3))
4
m= £ % (k)1 (k-1,0) = 2.2
2 {:E(‘,AT(:Sg}
Ke = 2.2

P4. Calculating the cost of the access from SALES

Before calculating KC(SALES) we must choose an evaluation order for (EM & C. &

(Cy Vv Cp)) ¢

e 5
" Cep=Cp V¥ Ce EE < 55 hence the order : Ce = Gy
Prp = 0.25
Kep = 2.98
K K K
- .o C ED
Cy & C & C, : < < hence the order : - -
M C D7 1-p, I_DC 1-pep =" ﬁm “¢ ~ “ep
p(SALES) = 0.005
KC(SALES) = 1.11
KAg (SALES) = Cpq(Ne) + Ne.KC(SALES) = 1211
P5. Calculating the cost of the access from MACH
The access through (MACH,SALES) means Cyy = "TRUE'
Repe = K(Cp & (Cy V Cp)) = 2.19
KA ( SALES = i =
" ) = KA(MACH) + p(MACH).NM.(CI{ml) + ml'KCDE) 180.

P6. Calculating the cost of the access from CUST

The access through (CUST,SALES) means Cc = "TRUE'.
Calculating as in P5, we obtain :

KA (SALES) = 910.

P7. Optimal access path

KAM(SALESJ 1s the minimum cost and corresponds to the optimal access path.

Thus the algorithm that corresponds to the initial program is :
#(SALES) = - access all the realizations of MACH ;
- select those that verify (:TYPE(=B))

- for each of them, access through (MACH,SALES) the realizations of
SALES

—_——r e e —
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- verify (EC & (CE V CD)) in the order Ce = CE - CD ;
- suppress the realizations of SALES selected that way.

The total expected cost of this algorithm is

K = 180 + 5.C.. = 230

55
2. DESIGN OF AN OPTIMAL ACCESS STRUCTURE FOR A DATA BASE

This application is related to another part of this study, devoted to Data Inde-
pendence in data bases. We will restrict ourselves, however, to defining the con-
cepts absolutely necessary for trying to solve the problem of designing an access
structure.

One of the first steps in the definition of a data base consists in describing :

- the applications and their frequency,

- the data of the data base - regardless of efficiency (conceptual or semantic
structure).

We have seen that a conceptual data structure may be described by an ISM.

For the first step, we suggest

- to construct the ISM of the conceptual structure (CS) regardless of the access
paths to implement, and to establish the statistical description of the data ;

- to describe each application by means of an ADL program operating on the CS.

Obviously it would not make sense to adopt that description as the description of
the implementation since the latter will usually be very inefficient.

A second ISM (AS) will thus have to be constructed for describing the access path
to implement so as to make this structure "optimal" for the applications foreseen.

However, many possible access structures ASi may exist, for which the applications
have to be translated in order to determine their cost.

Is it possible to translate an ADL program operating on CS into an equivalent pro-
gram (providing the same results) operating on AS. automatically ? It is, if CS
and A81 are "semantically ecquivalent". That canceﬂt is defined as follows :

"Two structures Sl and 52 are semantically equivalent if, for any ele-
ment of 51 (82)
making it possible to retrieve or construct that element”.

there exists an ADL procedure operating on S2 {Sl} and

For instance, the CODASYL and relational structures in § 1.4, Part I, are seman-
tically equivalent.

The set of those procedures on AS. for all the elements of CS constitutes the
mapping of CS on AS.. Thanks to that mapping a program on CS may be automatically
translated into a p@mgram on ASi (see the example in Appendix B).

Let P1,Po,...Py be the ADL description of the applications foreseen and f1,fo ...
fy their frequency.

Let us denote by Kj(Pj) the cost of P; (translated for ASj) operating on ASy. If
AS; represents the implementation of es,a measure of the total expected cost of
the applications is thus :

+ KS.
;
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where KS. represents the storage cost of the data described by AS. (this problem

is not déalt with here ; see, for instance,[ 6], and [ 34] for the CODASYL struc-
tures).

AS; 1s an "optimal" - or at Teast a good - access structure from the total cost
point of view if :

Ki éﬁKj for j = 1,2,...n

Although an entirely automatic design of an optimal access structure might be ima-

gined, 1t seems more interesting to define an interactive tool for constructing
that structure.

Four principles underlie that tool

(1) In the commonest cases, the statistical model of AS; may be deduced automa-

tically from that of CS (except for the cost function, of course). Those
cases correspond to distinct forms of mapping.

(11) There exists an algorithm transforming any program on CS into a program on
ASy (see Appendix B).

(111) There exists an algorithm optimizing any program on AS; (see Application 1).

(iv) The control means at the designer's disposal are :

- addipg (or suppressing) an element to a structure by merely specyfying the
mapping procedure, ~

- choosing the implementation parameters of the access paths (i.e. choosing
the cost functions of the statistical model).

The work of the designer could be imagined to proceed as follows :

CS
Pl’ PE’ , Pm
fl’ Fos ons fm
0
ASl = (CS
.
OPTIM. OF Pj i=1,m
CALCUL. OF COSTS = I<‘.S1., I{1, Ki (PJ.),
BUILD., OF A51+1 <———  new parameters

TRANSL. Pj FOR A5i+1 i=1,m

—_— e, _—r a——— —

"
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Such a procedure should make it possible to examine interesting solutions that
are not optimal from the point of view of the total cost.

[t is worth to notice that the problem of the functional description of the data
structures and the applications have been studied by authors such that WANG [ 23 ].

APPENDIX A

INFORMATION STRUCTURE OF A DATA BASE
1. THE REAL SYSTEM TO BE DESCRIBED

A manufacturer sells machines to customers.

Fach machine, together with the necessary equipment, is usually (but not always)
sold by a department and installed by a team of engineers.

The machines are partitioned into several types, the customers into classes and

the engineers into categories. | o
The machines, engineers, departments and customers are identified by a number.
Fach sales is characterized by its date and the cost ("amount") of the installa-

tion.

2. GRAPHICAL REPRESENTATION OF THE ISM

#fff”ffzﬂ 30 40 53\ 60

MACH ENG DEPT

| /[ \

lf 22 li

M TYP CAT E2 DEP# NAME
12 34 5 6
!
SALES -

AM DATE

3. THE INFORMATION STRUCTURE MODEL AND THE STATISTICAL MODEL

In order to simplify the description, we will not describe certain elements which

are not relevant to application 1.
A1l relations are nameless ; they will be referred to by means of a number to
shorten the (A,B) designation.
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The complex objects

Name Number of realizations Costs
MACH Ny = 200

ENG NE = 60

DEPT ND = 25

CUST NC = 500

SALES NS = 1000 CSS = 10

The elementary objects

Name Numbesr of active realizations Freguency sunctions
TYP ny = 20 P = 0.05
CAT n.. =5 P__=A(0.1),B(0.2),0(0.3),
ol “16(0.3).5(0.1) (*)
DEP# Ny = 25 PD = 0.04
CLASS NeL = 20 PCL = 0.05
The relations
R I-J,K-L iy FRGfH]
] _ : _ 55"
(MACH,SALES) O=c0,1-1 my = 5 Fl(ﬂ) =e .orneE [ 0-20]
(ENG,SALES) 0=c0,0=oo My = 40
(SALES ,ENG) 0-e0, (=00 my = 2.4 Fq{n}:l(0.2},2(0.3),3(0.&),
4(0.1)
(DEPT,SALES) 0-c0,0-1 Mg = 40 Fﬁ(n):G‘Z n={30,35,40,45,50}
(CUST,SALES) 0-co,1-1 my = 2
(CLASS,CUST) O=c0,1-1 Mg = 25 F9(25) = 1
For other relations :
Fz(lj = F6{l} = Fg(l) = Flﬂ(l) = Fll(lj = Flz(l} = F13(1} = 1
Access costs
Czo{n) = Cqﬂ(n} = Cﬁoin) =1+ 0.1 xn

APPENDIX B

MAPPING OF SCHEMATA AND ALGORITHM TRANSFORMATION

In a retail firm, a central warehouse supplies Tocal warehouses with various
1tems. One wishes to know at any moment the quantities of each item that have
been delivered to each local warehouse since a given date.

(*) The point Per(x) =y is noted : x(y)

SOME TOOLS FOR DATA INDEPENDENCE 207

The following set of 3NF relations might represent the data describing that sub-
system :

ITEM (INUM,TYPE) key (ITEM) = INUM
WAREH (WNUM,REGION) key (WAREH) = WNUM
SUPPLY (SINUM,SWNUM,QTY) key (SUPPLY) = SINUM, SWNUM

A simplified ISM of that conceptual structure would then be :

[TEM SUPPLY WAREH

TYPE INUM SINUM QTY  SWNUM WNUM  REGION
(ITEM,INUM) . 1-1,0-1 (SUPPLY ,SINUM) 1-1,0-
(ITEM,TYPE) . 1-1,0-ce (SUPPLY,SWNUM)  : 1-1,0-e
(WAREH ,WNUM) . 1-1,0-1 (SUPPLY ,QTY) : 1-1,0-e0
(WAREH ,REGION) 1-1,0-0 id (SUPPLY) = ((SUPPLY,SINUM),(SUPPLY,SWNUM))

The analysis of the foreseen applications leadsto an access schema described by the
following ISM :

INUM TYPE | SUPPLY WNUM REGION

QTryY

That schema differs from the previous one as follows :

(SUPPLY ,ITEM) : 1-1,0-c0
(SUPPLY,WAREH)  : 1-1,0-c
id (SUPPLY) = ((SUPPLY,ITEM),(SUPPLY,WAREH))

The following mapping of the conceptual schema in the access schema makes them
semantically equivalent :
- the mapping i1s one to one except for :

(SUPPLY ,SINUM)
(SUPPLY ,SWNUM)

SUPPLY [: ITEM [: INUM ]
SUPPLY [: WAREH [: WNUM]]

These relations are thus described as simple compositions of access relations.

how
So as to show/an algorithm on a schema can be transformed into an algorithm on
another schema, let us consider the following applications :

"list of the supplies of the type X items to a warehouse in region Y"

I[f the data are viewed as in the conceptual schema, that application may be writ-
ten in ADL as follows. Let
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INUM (: ITEM (: TYPE = X) )

be the realizations of INUM lTinked to an ITEM Tlinked to a TYPE = X :

SUPPLY ((: SINUM
& (: SWNUM

INUM (: ITEM (: TYPE = X)))
WNUM (: WAREH (: REGION =Y))) )

It is interesting to notice that this expression 1s 1somorphic to the correspon-
ding SEQUEL expression :

SUPPLY WHERE (SINUM
AND SWNUM

SELECT INUM FROM ITEM WHERE TYPE = X)
SELECT WNUM FROM WARER WHERE REGION = Y.

A functionally equivalent algorithm working on the access schema should be built

up.

Now ,

Let us first replace the composed relations by their definition :

SUPPLY ((: ITEM (: INUM = INUM (: ITEM (: TYPE = X))))
& (: WAREH (: WNUM = WNUM (: WAREH (: REGION =Y))) ) )

the fol lowing reductions may easily be proved to be valid :

1) A(r : B =B (Cg)) ~ A(r : B (Cg))

2) A(r 2 B (rh i A(CY))) > A (C)  iF I =L

Applying reduction 1 yields :

SUPPLY ((: ITEM (: INUM (: ITEM (: TYPE = X))))
& (: WAREH (: WNUM (: WAREH (: REGION = Y)))) )

And by reduction 2 we obtain the minimal expression :

SUPPLY ((: ITEM (: TYPE = X))
& (: WAREH (: REGION = Y)) )
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